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Abstract: In this paper, we present the Modified K-Means Clustering algorithm Analysis and performance, the clustering analysis can be 

used to partition the cluster data with number of choice clusters and perform each cluster if it can form properly or not and it can pertain by 

using the silhouette coefficient method. In this one the silhouette coefficient can apply on the group of author’s H- and G-indices with same 

or different features [1]. The silhouette coefficient analysis can be used to separate the distance from each resulting clusters, the silhouette 

value measures and shows how each point in one cluster with other points in another cluster and also visually it provides how those cluster 

are formed with effectively the main functionality of the clustering analysis is to identify the quality assessment of the clustering results.  

 The silhouette index investigated and suggests that the use of the preprocessor improves the quality of clusters significantly for the h and g 

indices data sets. Furthermore, it is then shown that the modified K-means algorithm good quality, compact and well-separated clusters of 

the h and g indices data 

 

Keywords: Modified K-Means Algorithm, Silhouette index, Cluster Performance. 

——————————      —————————— 
 

1. INTRODUCTION 

 Cluster analysis is most important aspect in many areas 

like data mining, information systems etc.. Clustering 

results are obtained based clustering algorithms [2]. The 

importance of the cluster analysis is evaluation of the 

cluster results to find how those partitioned data can be 

clustered [3]. The job of any clustering algorithm is to 

provide clusters that are condensed and well-separated 

from one another. It pursue that a clustering job 

associate reducing the intra-cluster distance or the 

within-cluster diffusion and maximizing the inter-

cluster distance or the between-cluster diffusion [4].     

             The K Means algorithm is most popular 

clustering algorithm and use this algorithm to partition 

the number of clustering for pre specified dataset. The 

number of clusters can be partitioned based on the trail 

and error process made more difficult to establish 

correct clusters. The performance of the K means 

algorithm can be calculated based on the K value, the 

selected values have to be significantly smaller than the 

number of objects in the data sets, which is the main 

motivation for performing data clustering [5].  The K 

means algorithm processes the h and g indices of the 

group of scientific authors, the h and g indices measure 

the scientific performance of the author. If the h and g 

value is high means that particular author performance 

is also high, else author performance is poor in case if h 

and g values are low. h-index evaluates the score 
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generated from the papers published by the specific 

author as well as the number of papers published since 

the first publication[6].  

The K Means algorithm suffers from some poor cluster 

performance issues, so that we have proposed new kind 

of clustering algorithm that is Modified K Means 

Clustering algorithm. modification of K-means 

algorithm that efficiently searches data to cluster points 

by compute the sum of squares within each cluster, 

which makes the program to select the most promising 

subset of classes for clustering. The h- and g- indices of 

few authors who have published scientific papers of 

excellence in the fields of computer science are 

segregated [7] 

2. H- AND G- INDICES DATASET 
The H,G indices are used to measure the performance 

of the scientific authors, these two are key indexing 

values to measure scientific performance of the authors 

if these values are high means that particular author 

performance is also high, otherwise  if its values are low 

means that particular author performance is also low. A 

research author has h-index h if h of his n papers has at 

least h citations each and the other n- h papers have 

fewer than h + 1 citation each. the h index is also called 

as Hirch index.[8]. An scientific authors h index value is 

not greater than his /her number of publications The g- 

index is measured based on the allocation of citations 

received by a given authors publications, so that given a 

set of publications ranked in decreasing order of the 

number of citations that they received, the g-index is 

the unique largest number such that the top g articles 

received together at least g2 citations[1] 

 

3. METHODOLOGY 

The K-Means Clustering algorithm is suffer from so 

many problems like bad computational time and 

efficiency ,so that we proposed modified K-Means 

algorithm can solve the above .the modified K-means 

algorithm forms the best clusters with good 

computational time and it proves the best efficiency of 

the algorithm[]. The main functionality of the modified 

K-Means Algorithm is to takes the set of H- and G-

indices of the group of scientific authors and it can be 

clustered with k number of clusters. Modified k-means 

algorithm was presented where a metric was used to 

the sum of compute the sum of squares with in clusters 

to elect the best one. The sum of squares within the 

cluster indicates the sum of all distances between each 

data point and the centroid of its cluster and its value is 

smaller, more impact and it is best cluster. So that, for a 

given dataset, clusters with the smaller sum of squares 

within a cluster are regarded as generally better. The 

time required to perform both the algorithms are 

reported [8]. 

4. CLUSTER PERFORMANCE 
The cluster performance can be calculated based on 

objects of within the clusters are more close to its 

centroids. In this paper we shown the performance of 

the modified K-Means Clustering Algorithm and this 

algorithm takes the h and g indices dataset and all the 

data in the data set is normalized before we applied 

modified k means clustering algorithm[9]. In the 

Modified K-Means algorithm all objects in each cluster 

are closer to its centroids, but in convention k means 

algorithm some of the objects are closer to two or more 

cluster centroids[10]. So that compared to conventional 
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k means the modified k means cluster performance and 

quality of the cluster is good.  

4.1 Silhouette Index 
 Finding the right number of clusters is a challenging 

issue in cluster analysis literature, for which no unique 

solution exists. Therefore, different approaches have 

been proposed. One of the most popular methods to 

select the right value of K is by means of the silhouette 

coefficients. For a given point i in a cluster A, the 

silhouette of i, s(i) is defined as follows 

 

   (1)                           

Where, a(i) is the average dissimilarity between point I 

and all other points in A (the cluster to which i belongs) 

and b(i) is the average dissimilarity between point i and 

the points in the closest cluster to A, which is B in this 

case. The average of all silhouettes in the data set S’is 

called the average silhouettes width for all points in the 

data set. The value S’ will be denoted by S’(K), which is 

used for the selection of the right value of the number 

of clusters, K, by choosing that k for which S’(K) is as 

high as possible[11].  

5. EXPERIMENTAL RESULTS AND 
DISCUSSIONS 

The Modified K-Means Algorithm can be applied on 

experimental dataset H and G Indices of the set of 

scientific authors. The algorithm was applied more than 

once on a data set to see the effect of K in the clustering 

process [12]. Results of this investigation are presented 

in Table 1. In the given table.1 both the algorithms can 

run in different runs on h and g indices dataset and IRIS 

dataset. In this example algorithms run time can be 

changed every time and based on K value it can 

generates that particular number of clusters, the cluster 

objects can be close to their centroids at k=5 cluster but 

in remaining clusters objects are not formed properly in 

the clusters..We applied the modified k means on 

datasets IRIS with 150 records and also the h and g 

indices of 150 author’s dataset  

Table1. it shows the clustering results for the datasets 

Datase

t 

Numbe

r of 

Record

s 

Number 

of 

Clusters(

K) 

Convention

al K Means 

Algorithm 

runs in sec 

Modified 

K-Means 

Algorith

m runs 

in sec 

IRIS 150 K=5 13.19 0.56 

H-G 

Indice

s 

150 K=5 12.14 0.47 

 
The silhouette coefficient is interpretation and 

validation of the within a clusters of data and it 

provides the successful graphical representation and it 

shows how well each object is lies within its clusters

 

 

Si = (bi- ai) / max {ai, bi} 
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                  (a) Silhouette plot for K=2                                                                   (b) Silhouette plot for K=3 

                     

 

                  (d ) silhouette plot for K=5                                   (c ) Silhouette plot for K=4 

Fig.1 Silhouette plots for the clusters high dimensional data with different K values 

6. CONCLUSION 

 The modified K-Means Algorithm is the best suitable 

clustering algorithm; in this paper we validating the 

Modified K -mean algorithm Cluster data. The cluster 

validation can be performed by using the silhouette 

coefficient index. This index can validated the cluster 

data with different k values. Based on the k valued the 

algorithm can partition that particular number of 

clusters. In this paper Modified K means is new but 

silhouette coefficient index is not new ,in future the 

silhouette index can upgraded to validate cluster data 

and the modified K means algorithm can be applied to 

complex datasets. 
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